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Introduction of 3D Human Pose Estimation

Input：2D Pose Sequence

 Definition
• 3D human pose estimation from monocular observations is a 

fundamental vision task that reconstructs 3D body joint locations 
from the input images or video.

 Challenge
• Depth Ambiguity
• Temporal Consistency
• 2D Input Uncertainty
• Occlusion
• ……

Output：Root-Relative 3D coordinates

Learning better spatio-temporal correlation 
is very important to address these challenges



1. Seq2seq methods based on LSTM/RNN can not 
parallel over the time.

2. Most of them lack the global modeling ability on 
long sequences. 

Related Works of 3D Pose Estimation in Video

1. Seq2frame methods ignore the temporal motion 
among body joints;

2. Most SOTA methods increase the redundant 
calculation.

Spatio-Temporal correlation modeling is 
insufficient and low-efficiency

Seq2seq paradigm[1]

Seq2frame paradigm[2]

[1] K. Lee et al. Propagating LSTM: 3D Pose Estimation based on Joint Interdependency, 2018, ECCV
[2] Pavllo et al. 3D human pose estimation in video with temporal convolutions and semi-supervised training, 2019, CVPR



1. Much redundant computation
during training and inference.

2. Poor performance under seq2seq 
setting, even transformer is a 
sequential model.

Video method (PoseFormer)
Zheng et al. 3d human pose estimation with spatial and temporal transformers, 2021, ICCV

Recent Works of Transformer in 3D Pose Estimation

1. Jitter results in video input.

2. Single frame performance is still 
not good enough.

Single-frame method
Lin et al. End-to-End Human Pose and Mesh Reconstruction with Transformers, 2021, CVPR
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Why not try to utilize transformer to the seq2seq paradigm to obtain 
high efficiency and good performance? 



Our Motivation

• How to design a model to obtain 
better spatio-temporal modeling 
ability?

• How to take advantage of global 
correlations between sequences 
in video?

Challenges

Each joint has different motion in a 
video sequence



Our Method

1. Joint Separation
We separate different joints in time dimension, 
so that the trajectory of each joint is an 
individual token, and different joints of body are 
modeled paralleled.

2. Alternating Design
We stack spatial and temporal encoders for 𝑑𝑑𝑙𝑙
loops, and the dimension of feature is 
preserved as a fixed size 𝑑𝑑𝑚𝑚 to promise that 
spatial-temporal correlation learning focuses on 
the same joint.
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𝒅𝒅𝒍𝒍 𝑳𝑳𝑳𝑳𝑳𝑳𝑳𝑳𝑳𝑳Our Method — MixSTE

(Mixed Spatial-Temporal Encoder)



Main Experimental Results
Comparison results under Protocol 1 (MPJPE) on Human3.6M using detectors

Comparison results under Protocol 1 (MPJPE) on Human3.6M using 2D ground truth

MixSTE as a seq2seq method first 
outperforms the seq2frame methods!



Main Experimental Results

Comparison on MPI-INF-3DHP with 2D GT

H36M SOTA Leaderboard   3DHP SOTA Leaderboard

Comparison on HumanEva-I with 2D GT



Qualitative Results Presentation







Thank you for watching!
HomePage: jinluzhang.site

Email: jinluzhang@whu.edu.cn

Code: https://github.com/JinluZhang1126/MixSTE

Code Link HomePage

https://jinluzhang.site/
mailto:jinluzhang@whu.edu.cn
https://github.com/JinluZhang1126/MixSTE
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